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Abstract  

Pattern recognition generally requires that objects be described in terms of a set of measurable 
features. Multi-classification process can be significantly enhanced byselecting an optimal set of 
the features used as input for the training operation. The selectionand quality of the features 
representing each pattern have aconsiderable bearing on the success of subsequent pattern 
classification .The selection of such a subset willreduce the dimensionality of the data samples 
and eliminate the redundancy and ambiguity introduced by some attributes. Here, we present 
some approaches to both feature selection and feature extraction using some genetic algorithms.  
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1 INTRODUCTION  

The problem of classification in machine learning consists of using labelled examples to 
induce a model that classifies objects into a set of known classes. The objects are 
described by a vector of features, some of which may be irrelevant or redundant and 
may have a negative effect on the accuracy of the classifier. Potential benefits of 
reducing the data dimensions include: better modelling (classification/prediction) 
accuracy, simplification of the developed model, faster learning with fewer parameters, 
lower measurement costs, and improved reliability of parameter estimation [1]. Here we 
represent some approaches to feature subset selection: wrapper, filter methods, and by 
genetic algorithms. The remaining of this paper is organized as follows: first in Section 
2 introduction on features selection is presented. In Section 3 an explanation of the filter 
approach is given. Then in Section 4, Wrapper approach is discussed. A theoretic 
background about genetic algorithms is in Section 5. The Section 6 summarizes some 
approaches to use GAs in feature selections. The paper is finally concluded with a 
summary of the most important points. 

2 PROBLEM FORMULATION  

A pattern can have a large number of measurable attributes, all of which may not be 
necessary for uniquely identifying it from other patterns. Thus, the selection of 
measurable attributes is a crucial step in pattern recognition system design. It has been 
proved that the reason for feature selection is “to curtail the effect of the ‘curse of 
dimensionality’ phenomenon on the complexity of the classifier”. Feature selection is 
the process of reducing input data dimension. By reducing dimensionality, feature 
selection attempts to solve two important problems: facilitate learning (inducing) 
accurate classifiers, and discover the most ”interesting” features, which may provide for 
better understanding of the problem itself [2]. 
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For classical pattern recognition techniques, the patterns are generally represented as a 
vector of feature values. The selection of features can have a considerable impact on the 
effectiveness of the resulting classification algorithm [3],[4]. 

Consider a feature set, F = {f0, f1… fN}. If f0 and f1 are dependent, that is they always 
move together, then one of these could be discarded and the classifier has no less 
information to work with. This has the benefit that computational complexity is reduced 
as there is smaller number of inputs. Often, a secondary benefit found is that the 
accuracy of the classifier increases. This implies that the removed features were not 
adding any useful information but they were also actively hindering the recognition 
process [5]. The problem of feature selection can be seen as a case of feature weighting, 
where the numerical weights for each of the features have been replaced by binary 
values. A value of 1 could mean the inclusion of the corresponding feature into the 
subset, while a value of 0 could mean its absence. In a domain where objects are 
described by d features, there are 2d possible feature subsets. Obviously, searching 
exhaustively for the best subset (using any criteria to measure the quality) is futile. For 
this reason, the genetic algorithms has been identified as the best tools to explore such 
search space, and produce pseudo-optimal solutions that are sufficient to produce 
acceptable results[5]. 

Reducing the dimensionality of the vectors of features that describe each object presents 
several advantages, irrelevant or redundant features may affect negatively the accuracy 
of classification algorithms. In addition, reducing the number of features may help 
decrease the cost of acquiring data and might make the classification models easier to 
understand. There are numerous techniques for dimensionality reduction. Some 
common methods seek transformations of the original variables to lower dimensional 
spaces. For example, principal components analysis reduces the dimensions of the data 
by finding orthogonal linear combinations with the largest variance. In the mean square 
error sense, principal components analysis yields the optimal linear reduction of 
dimensionality. However, it is not necessarily true that the principal components that 
capture most of the variance are useful to discriminate among objects of different 
classes. Moreover, the linear combinations of variables make it difficult to interpret the 
effect of the original variables on class discrimination [6]. For these reasons, in the 
remainder of this paper we ignore methods that transform the features and we focus on 
techniques that select subsets of the original variables. There are two basic approaches 
to feature selection: filter and wrapper methods.  

3 FILTER APPROACH 

The filter approach [7] to feature selection tries to infer which features will work well 
for the classification algorithm by drawing conclusions from the observed distributions 
(histograms) of the individual features. However, the histograms give little insight into 
the separation between polyps and non-polyps. The correlation structure of the data is 
responsible for the success of the joint classifier, and a good classification scheme will 
attempt to utilize this structure.  Although filter methods are much faster than wrappers, 
filters may produce disappointing results, because they completely ignore the induction 
algorithm [6]. 



M.S.A. Moteleb et al. / Journal of Cybernetics and Informatics  14 (2014) 10-19     12 

4 WRAPPER METHOD 

Wrapper feature selection [8] uses the method of classification itself to measure the 
importance of a feature or features set. The goal in this approach is maximizing the 
predicted classification accuracy. This approach, while more computationally 
expensive, tends to provide better results than the simpler filter methods. 

When the major works related to features selection agree that wrapper mode give better 
results than filter one, this is not always true especially for very large datasets. Training 
a neural network or an SVM on 100000 samples for each chromosome during each 
generation of the genetic process became impracticable even on dedicated machines. 
This approach is useful when the number of training sample is limited according to the 
features one (the data space dimension) [5]. In both filter and wrapper methods the 
evaluation function is usually nonlinear and highly multimodal. Furthermore, the search 
space tends to be astronomically large resulting in a difficult optimization problem [1]. 

5 GENETIC ALGORITHMS 

A. Introduction to GAs  

Genetic Algorithms (GAs) are a family of computational models inspired by evolution. 
Computational studies of Darwinian evolution and natural selection have led to 
numerous models for computer optimization [9, 10]. GAs comprises a subset of these 
evolution-based optimization techniques focusing on the application of selection, 
mutation, and recombination to a population of competing problem solutions. GAs are 
parallel iterative optimizers, and has been successfully applied to many optimization 
problems, including pattern recognition and classification tasks. Being a directed search 
rather than an exhaustive search, population members cluster near good solutions; 
however, the GA's stochastic component does not rule out wildly different solutions, 
which may turn out to be better. This has the benefit that, given enough time and a well 
bounded problem, the algorithm can find a global optimum. This makes them well 
suited to feature selection problems (they can find near optimum solutions using little or 
no a priori knowledge) [5]. 

There are three major design decisions to consider when implementing a GA to solve a 
particular problem. A representation for candidate solutions must be chosen and 
encoded on the GA chromosome, an objective (fitness) function must be specified to 
evaluate the quality of each candidate solution, and finally the GA run parameters must 
be specified, including which genetic operators to use, such as crossover, mutation, 
selection, and their possibilities of occurrence[11]. 

The process of fitness-dependent selection and application of genetic operators to 
generate successive generations of individuals is repeated many times until a 
satisfactory solution is found. In practice, the performance of genetic algorithm depends 
on a number of factors including: the choice of genetic representation and operators, the 
fitness function, the details of the fitness-dependent selection procedure, and the various 
user-determined parameters such as population size, probability of application of 
different genetic operators, etc. [5]. 

For each GA experiment, the available data were broken into three disjoint sets: 
training, tuning, and testing. The training and tuning sets were used to train the 
classifier and provide tuning feedback to the GA. Once the GA run was completed, the 



M.S.A. Moteleb et al. / Journal of Cybernetics and Informatics  14 (2014) 10-19     13 

test set was used to perform unbiased testing on the best weight set found by the GA. 
The holdout testing was done using a variant of the bootstrap test technique [12]–
[14].For each weight set w, 100 bootstrap tests were executed. For each bootstrap test, a 
random bootstrap set was selected from the holdout set using a uniform random 
distribution of samples with replacement. The weighted classifier was tested on this 
bootstrap set, and the accuracy for each class, as well as the total accuracy was 
computed. Finally, after the 100 bootstrap tests for a given weight set were completed, 
the performance of the weight set was evaluated according to mean bootstrap accuracy 
and variance of bootstrap accuracy.  

B.  Feature selection using GAs 

Existing work in the field of pattern recognition explores the use of evolutionary 
algorithms for feature selection [15]–[17], and genetic algorithms are one type of 
evolutionary algorithms that can be used effectively as engines for solving the feature 
selection problem. The features selection using genetic algorithms has been studied and 
proven effective in conjunction with various classifiers, including k-nearest-neighbours, 
and neural networks [9, 16]. In [11], Yang and Hanovar investigated combinations of 
genetic algorithm and neural network. Eads et al. [18] and Sepulveda-Sanchez et al. 
[19] combined genetic algorithm and SVM. Liu and al. in [20] combined the parallel 
genetic algorithm with classification method proposed by Golub and al. In [21] a 
combination of SVM and GAs features selection is proposed for gene expression 
classification. Boudjeloud and Poulet [22] have used the Calinski index value as a 
fitness measure to evaluate the efficacy of each chromosome representing a dimensions 
combination. The same binary chromosomes representation is generally used. A binary 
string represents the set of all existing features, with a value of 1 at the i-th position if 
the i-th feature is selected, and 0 otherwise. The advantage of this representation is that 
a standard and well understood GA could be used without any modification. 
Unfortunately, the model of chromosome is only appropriate for data that have small 
and medium features. It caused an exponential nature of subsets that exist as the number 
of features increases. If the number of features is large, it becomes difficult to evaluate 
all possible combinations of features [5]. Raymer et al. [20] combined the linear 
transformation with explicit feature selection flags in the chromosomes, and reported an 
advantage over the pure transformation method. More sophisticated Distribution 
Estimation Algorithms (DEAs) have also been used to search for optimal feature 
subsets. DEAs explicitly identify the relationships among the variables of the problem 
by building a model of selected individuals and use this model to generate new 
solutions. However, in terms of accuracy, the DEAs do not seem to outperform simple 
GAs when searching for feature subsets [23,24]. Another idea proposed in [25] is the 
use of a measure of class separability to select features; it has been used generally in 
machine learning and computer vision. 

The problem of dimensionality reduction is well suited to formulation as an 
optimization problem. Given a set of d –dimensional input patterns, the task of the GA 
is to find a transformed set of patterns in an m -dimensional space (m<d)  that 
maximizes a set of optimization criteria. Typically, the transformed patterns are 
evaluated based upon both their dimensionality, and either class separation or the 
classification accuracy. The following figure shows the structure of a GA-based feature 
selector using classification accuracy as an evaluation criterion [11]. 
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Fig.1. GA-based feature selection using an objective function based onclassification 
accuracy. 

 

Fig.2. d-dimensional binary vector. 

6 UNITS 

Feature selection algorithms designed with different evaluation criteria broadly fall into 
three categories: 

Filter model: The filter model relies on general characteristics of the data to evaluate 
and select feature subsets without involving any mining algorithm [32, 33, 30]. 

Wrapper model: The wrapper model requires one predetermined mining algorithm and 
uses its performance as the evaluation criterion. It searches for features better suited to 
the mining algorithm aiming to improve mining performance, but it also tends to be 
more computationally expensive than the filter model [35, 36]. 

Hybrid model: The hybrid model attempts to take advantage ofthe two models by 
exploiting their different evaluation criteria in different search stages. [37, 38]. 

7 CASE STUDY (MEMETIC ALGORITHMS FOR FEATURE SELECTION 
ON MICROARRARY) 

In this case study, we present two novel memetic algorithms (MAs) for gene selection. 
Both are synergies of Genetic Algorithm (wrapper methods) and local search methods 
(filter methods) under a memetic framework. In particular, the rest MA is a Wrapper-
Filter Feature Selection Algorithm (WFFSA) fine-tunes the population of genetic 
algorithm (GA) solutions by adding or deleting features based on univariate feature 
filter ranking method. The second MA approach, Markov Blanket-Embedded Genetic 
Algorithm (MBEGA), fine-tunes the population of solutions by adding relevant 
features, removing redundant and/or irrelevant features using Markov blanket. 
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BEGIN 
1. Initialize: Randomly generate an initial population of feature subsets encodedwith binary string. 
2. While (not converged or computational budget is not exhausted) 
3. Evaluate fitness of all feature subsets in the population based on J(Sc). 
4.  Select the elite chromosome cbto undergo local search. 
5.  Replace cbwith improved chromosome c00b using Lamarckian learning. 
6.  Perform evolutionary operators based on restrictive selection, crossover,and mutation. 
7. End While 
END 

 

Fig.4. Memetic algorithm for Gene Selection. 

The local search procedure proposed is a recipe of two heuristic operators, namely Add 
and Del. For a given selected gene subset encoded in chromosome, we define X and Y 
as the subsets of selected and excluded genes encoded inc, respectively. An Add 
operator inserts genes from Y into X, while a Del operator removes existing genes from 
X to Y. The important question is which gene to add or delete from a given 
chromosome that encodes potential gene subset. Here, we consider two possible scheme 
for adding or deleting genes in WFFSA and MBEGA. 

1. Filter Ranking (WFFSA): All features are ranked using a filter method. In this study 
the Relief [34] is considered. Add operator selects a feature from Y using the linear 
ranking selection method described in [31], and moves it to X. Del selects a feature 
from X also using linear ranking selection and moves it to Y. The outline for Add and 
Del operators are provided in Figures 5 and 6, 7, respectively. 

2. Markov Blanket [29] (MBEGA): Here, both the Add and Del operators select a 
feature from Y using also the linear ranking selection approach. However, MBEGA 
divers in the use of the C-correlation measure [30] instead of Relief F in WFFSA for 
ranking of features (see Figure 2 for the details). 

Further for a given Xi, MBEGA proceeds to remove all other features in Xthat have 
been covered by Xi using the approximate Markov blanket3 [30]. If a feature Xjhas a 
Markov blanket given by Xi, this suggests that Xj gives no additional useful 
information beyond Xi on class C. Hence, Xj may be considered as redundant and could 
be safely removed. If there is no feature in the approximate Markov blanket of Xi, the 
operator then tries to delete Xi itself. The detailed procedure for Del operator is in Figs. 
6, 7. 

 
BEGIN 
1. Rank the features in Y in descending order based on Relief in WFFSA while theC-correlation measure 
in MBEGA. 
2. Select a feature Yi in Y using linear ranking selection [31] such that the higher thequality of a feature 
in Y, the more likely it will be selected to move to X. 
3. Add Yi to X. 
END  

Fig.5. Add operator. 

 
BEGIN 
1. Rank the features in X in ascending order using ReliefF. 
2. Select a feature Xi in X using linear ranking selection [31]such that the lower thequality of a feature in 
X, the more likely it will be selected to move to Y. 
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3. Remove Xi to Y. 
END 

 

Fig.6. Del operator in WFFSA. 

 
BEGIN 
1. Rank the features in X in descending order based on C-correlation measure. 
2. Select a feature Xi in X using linear ranking selection [31] such that the higherthe C-correlation value 
of a feature in X, the more likely it will be selected. 
3. Eliminate all features in X ¡ fXigwhich are in the approximate Markov blanket 
OfXi. If no feature is eliminated, remove Xi itself. 
END 

 

Fig.7. Del operator in MBEGA. 

The results of the feature selection by GA, WFFSA, and MBEGA are tabulated in Table 
1 below. Both the WFFSA and MBEGA outperform GA in terms of classification 
accuracy, showing lower test error rates in Table 1 than the latter. MBEGA obtains the 
lowest test error rates among all three methods. Both WFFSA and MBEGA also select 
more compact feature subset than GA. 

 

Table 1. Feature selection by each algorithm [28]. 

8 CONCLUSION 

Feature selection is an important part of pattern recognition. With the help of feature 
selection process, the computation cost decreases and also the classification 
performance increases. The wrappers' evaluation of candidate feature subsets can be 
computationally expensive on large data sets. Filter methods are computationally 
efficient and offer an alternative to wrappers. Genetic algorithms have been used as 
filters in regression problems to optimize a cost function derived from the correlation 
matrix between the features and the target value. GAs has also been used as a filter in 
classification problems minimizing the inconsistencies present in subsets of the 
features. An inconsistency between two examples occurs if the examples match with 
respect to the feature subset considered, but their class labels disagree. Filter method 
efficiently identifies feature subsets that were at least as predictive as the original set of 
features (the results were never significantly worse). However, the accuracy on the 
reduced subset is not much different (better or worse) than with all the features. Many 
approaches for selecting best features subset using genetic algorithms are presented. 
The goal is to select the best combination that is sufficient to perform a good 
classification and obtain acceptable rates. This task cannot be realized with any iterative 
or exhaustive approach, so we have use an evolutionary genetic algorithm to explore the 
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huge space of all possible features subsets. In term of feature works, those approaches 
should be tested with other various datasets with different dimensions. The problem of 
dataset distribution must also be studied in more depth, as changing the proportionally 
of each class in the training dataset is shown to change radically the features selection 
and the classification results. 
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